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ABSTRACT. We prove the “expectation-threshold” conjecture of Kahn and Kalai.

1. INTRODUCTION

Given a finite set X , write 2X for the power set of X . For p ∈ [0, 1], let µp be the product measure on 2X

given by µp(A) = p|A|(1 − p)|X\A|. In this paper we always denote F ⊆ 2X an increasing family, meaning
that if B ⊇ A ∈ F , then B ∈ F . It is a well-known fact that µp(F)(:=

∑
A∈F µp(A)) is strictly increasing in

p for any F 6= ∅, 2X . The threshold, pc(F), is then the unique p for which µp(F) = 1/2.

Following [6], we say F is p-small if there is G ⊆ 2X such that

F ⊆ 〈G〉 :=
⋃
S∈G
{T : T ⊇ S} (1)

and ∑
S∈G

p|S| ≤ 1/2. (2)

We say that G is a cover of F if (1) holds. The expectation-threshold of F , q(F), is defined to be the maximum
p such that F is p-small. Observe that q(F) is a trivial lower bound on pc(F), since

µp(F) ≤ µp(〈G〉) ≤
∑
S∈G

p|S|. (3)

Note that, with Xp the random variable whose distribution is µp, the right-hand side of (3) is E[|{S ∈ G :

S ⊆ Xp}|].

Given an increasing family F , write `(F) for the size of a largest minimal element of F . Our main
theorem resolves the expectation-threshold conjecture of Kahn and Kalai [3].

Theorem 1.1 (The Kahn-Kalai Conjecture). There is a universal constant K such that for every finite set X and
increasing family F ⊆ 2X ,

pc(F) ≤ Kq(F) log `(F).

For the discussion about the significance and applications of this theorem, we refer the readers to [2].

Part of our proof is inspired by the algorithm in [1] and the analysis of the algorithm in [2, 4], though
our implementation is significantly different from the ideas in those papers. In particular, our analysis
completely avoids the use of “spread,” which was a key ingredient in the aforementioned papers. We
remark that our proof technique can also be adapted to simplify the proof of the main lemma of [2]; this
derivation is straightforward and we omit the details.

In the upcoming paper [5], using a more elaborate argument that shares some ideas with those in this
paper, we resolve a conjecture of Talagrand ([6, Conjecture 5.7]).

Reformulation. In Section 2 we prove Theorem 1.2 below, which implies Theorem 1.1.
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A hypergraph on X is a collection H of subsets of X , and a member of H is called an edge of H. We say H
is `-bounded if each of its edges has size at most `. Recall that 〈H〉 =

⋃
S∈H{T : T ⊇ S}. Note that we can

extend the definition of p-small to H without any modification. For an integer m, we use an m-subset of X
for a subset of X of size m, and Xm for a uniformly random m-subset of X .

Theorem 1.2. There is a universal constant L such that for any `-bounded hypergraphH on X that is not p-small,

a uniformly random ((Lp log `)|X|)-element subset of X belongs to 〈H〉 with probability 1− o`→∞(1). (4)

Derivation of Theorem 1.1 from Theorem 1.2. Let F be as in Theorem 1.1. We assume Theorem 1.2 and derive
that if q > q(F) then, with p = Kq log `(F) (K is a universal constant to be determined), we have P(Xp ∈
F) > 1/2. Here, we recall that for 0 ≤ p ≤ 1, we denote by Xp the random variable with distribution µp.

Let H be the set of minimal elements of F (so 〈H〉 = F). Then H is `(F)-bounded and not q-small
(since q > q(F)). Let C be a (universal) constant for which, with ` = C`(F), the exceptional probability in
Theorem 1.2 is less than 1/4.

Now, with m = (Lq log `)|X| and p′ = 2m/|X|,

P(Xp′ ∈ 〈H〉) ≥ P(|Xp′ | ≥ m) P(Xm ∈ 〈H〉) ≥ (3/4) P(|Xp′ | ≥ m) > 1/2,

where the last inequality follows from standard concentration bound, upon noting that H is not q-small
implies |X|q > 1/2 and hence m > (L log `)/2. Finally, letting K be such that p ≥ p′ concludes the deriva-
tion. �

Notations and Conventions. All logarithms are base 2 unless specified otherwise. We did not attempt to
optimize the absolute constants.

2. PROOF OF THEOREM 1.2

Before going through the proof in detail, we first give an informal overview of our strategy. Roughly
speaking, a hypergraphH is p-small ifH admits a “cheap” cover, where being cheap refers to the condition
in (2). Our proof uses a randomized process, in which we iteratively construct a cover of H = H0. At the
ith step, we start with some hypergraph Hi−1 produced from the (i− 1)th step. We will show that there is
a sub-hypergraph Gi (the ith good set) of Hi−1 that admits a cheap cover Ui. In the (i + 1)th step we repeat
our process with an updated hypergraphHi. Here, the crucial property ofHi is that

Hi−1 \ Gi ⊆ 〈Hi〉, (5)

which enables us to reduce the task of finding a cover ofHi−1 \ Gi (the “leftover”) to finding a cover ofHi.

We will show that if we assume the failure of (4) then this randomized process “successfully terminates”
with positive probability, producing a cover

⋃
i Ui of H that satisfies (2). This contradicts the assumption

thatH is not p-small, from which Theorem 1.2 follows.

In Section 2.1 we describe our construction of the cheap cover U = Ui (in each step), and in Section 2.2
we analyze our iteration, concluding our proof.

2.1. Constructing a cover. We use n for |X|. Let L ≥ 1024 andH be `-bounded. In the following argument,
we always assume that S, S′, Ŝ ∈ H and W ∈

(
X
w

)
, where w := Lpn (as usual,

(
X
w

)
is the collection of

w-subsets of X).

Following [4], given S and W , we call a set of the form S′ \W with S′ contained in S ∪W an (S,W )-
fragment. Given S and W , define T = T (S,W ) to be a minimum (S,W )-fragment; that is, T = S′ \W for
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some S′ ⊆W ∪S with the property that |S′ \W | is the minimum among all the (S,W )-fragments (breaking
ties arbitrarily). We use t = t(S,W ) for |T (S,W )|.

Given W , the good set, G = G(W ), is the collection of S whose minimum fragment with respect to W is
“large;” formally,

G(W ) := {S ∈ H : t(S,W ) ≥ .9`}.

Then we define U(W ), a cover of G(W ), as

U(W ) := {T (S,W ) : S ∈ G(W )}

(the fact that U(W ) covers G(W ) follows from the definition of fragment).

Note that the edges inH \ G(W ) are not necessarily covered by U(W ). We define

H′ = H′(W ) = {T (S,W ) : S ∈ H \ G(W )}; (6)

this H′, which is .9`-bounded, will be the host hypergraph in the next iteration step (see (13)). Note that
H \ G(W ) ⊆ 〈H′〉 (as promised in (5)), so in particular,

a cover ofH′ also coversH \ G(W ). (7)

Of course, differentW produce different good sets and covers, and sometimes using U(W ) can be expen-
sive. However, we claim that for a typical choice of W , the corresponding cover U(W ) is cheap. Formally:

Lemma 2.1. For W uniformly chosen from
(
X
w

)
, with probability at least 1− L−.1`,∑

U∈U(W )

p|U | < L−.5`.

Observe that, to prove Lemma 2.1, it suffices to show that∑
W∈(Xw)

∑
U∈U(W )

p|U | <

(
n

w

)
L−.6`, (8)

since then we have

E

 ∑
U∈U(W )

p|U |

 < L−.6`

(where the expectation is over the choice of W ), from which the lemma follows using Markov’s Inequality.

Proof of (8). Given W and m ≥ .9`, let

Gm(W ) := {S ∈ H : t(S,W ) = m}

and

Um(W ) := {T (S,W ) : S ∈ Gm(W )}.

Note that for any U ∈ Um(W ) we have |U | = m, so
∑
W∈(Xw)

∑
U∈Um(W ) p

|U | is equal to pm multiplied by∣∣∣∣{(W,T (S,W )) :W ∈
(
X

w

)
, S ∈ H, and t(S,W ) = m

}∣∣∣∣ . (9)

We bound the number of choices of W and T = T (S,W )’s in the collection in (9) using the following
specification steps.
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Step 1. Pick Z :=W ∪ T . Since |Z| = w+m (note W and T are always disjoint), the number of possibilities
for Z is at most (recalling w = Lpn)(

n

w +m

)
=

(
n

w

)
·
m∏
j=1

n− w − j
w + j

≤
(
n

w

)
(Lp)−m.

Step 2. Pick any Ŝ ⊆ Z. Note that Z (= W ∪ T ) must contain an edge of H by the definition of fragment.
The choice of Ŝ is free. Here a crucial observation is that, since T (S,W ) is a minimum fragment,

T ⊆ Ŝ; (10)

indeed, since Ŝ is contained in T ∪W ⊆ S ∪W , the failure of (10) implies that Ŝ \W is an (S,W )-
fragment that is smaller than T , contradicting the minimality of T .

The property (10) enables us to specify T as a subset of Ŝ, whose number of possibilities is at
most 2`.

Note that (W,T ) is determined upon fixing a choice of Z and T . In sum, we have∑
W∈(Xw)

∑
U∈Um(W )

p|U | ≤ pm
(
n

w

)
(Lp)−m2` =

(
n

w

)
L−m2`,

and the left hand side of (8) is at most ∑
m≥.9`

(
n

w

)
L−m2` ≤

(
n

w

)
L−.6`

for L ≥ 1024. �

2.2. Iteration. Recall that n = |X|, `→∞, andL ≥ 1024. In the following definitions, i = 1, 2, . . . , blog.9(1/`)c+
1 =: γ. Let `i = .9i` and note that

0 < `γ < 1. (11)

Let X0 = X and Wi be uniform from
(
Xi−1

wi

)
, where Xi = Xi−1 \Wi and wi = Lipn with

Li =

L if i < γ −
√
log.9(1/`)

L
√
log ` if γ −

√
log.9(1/`) ≤ i ≤ γ.

At the end, W :=
⋃γ
i=1Wi is a uniformly random (CLp log `)n-subset of X where C ≤ C ′ for some absolute

constant C ′ > 0. Note that there is an absolute constant c > 0 for which

`i > exp(c
√
log `) ∀i < γ −

√
log.9(1/`). (12)

By iteratively applying our argument in Section 2.1, we produce a sequence {Hi}withH0 = H and

Hi = H′i−1 (13)

(see (6) to recall the definition ofH′). Note that eachHi is `i-bounded, and associated to each set Wi in step
i, we have a good set Gi = Gi(Wi) and a cover Ui = Ui(Wi) of Gi.

For i = 1, 2, . . . , γ, call Wi successful if ∑
U∈U(Wi)

p|U | < L−.5`ii ; and (14)

Hi does not contain ∅. (15)

Remark 2.2. Having (15) is essential for our purpose – constructing a cheap cover; the cost of covering the emptyset
is 1 (see (2)), which is not affordable.
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We terminate our process as soon as we have

Gi = Hi−1 \ {∅}

(or equivalently, Hi ⊆ {∅}) for some i(=: imax). Note that imax ≤ γ because of the upper bound on `γ in
(11). We say our process terminates successfully if Wi are successful for all i ≤ imax.

Proposition 2.3. If our process terminates successfully, then U :=
⋃
i≤imax

U(Wi) coversH.

Proof. Suppose there is some S ∈ H that is not covered by U . Let S = S0, S1, S2, . . . (Si ∈ Hi) be the
evolution of S in the iteration process, i.e., Si := T (Si−1,Wi). Observe that S not being covered by U means
there is some i0 for which Si0 = ∅. But this means (15) is violated for i0, which is a contradiction. �

If we have a successful termination, the cost for the cover U is∑
U∈U

p|U |
(14)
<

∑
i≤imax

L−.5`ii

(12)
≤ 2L−.5 exp(c

√
log `) +O((L

√
log `)−c

′
)
(?)

≤ 1/2,

where c′ > 0 is some constant, and (?) holds for ` sufficiently large. This, combined with Proposition 2.3,
implies thatH is p-small. Therefore, Theorem 1.2 follows if we show that, assuming the failure of (4),

P

 ∧
i≤imax

{Wi successful}

 > 0. (16)

Proposition 2.4. If (15) fails for some i, then W ∈ 〈H〉.

Proof. Note W ∈ 〈H〉 is another way of saying that W contains some S ∈ H. Suppose (15) fails for j
so Hj contains ∅. By the construction of {Hi}, there are ∅ = Sj , Sj−1, . . . , S1, S0 := S with Si ∈ Hi and
Si = Si−1 \Wi, whence Si = S \ (

⋃
k≤iWk) for i ∈ [j]. This means S ⊆

⋃
k≤jWk ⊆W . �

With Ei the event that (14) fails, using Proposition 2.4 we have

P

 ∨
i≤imax

{Wi not successful}

 ≤ ∑
i≤imax

P(Ei) + P(W ∈ 〈H〉)

≤
∑
i≤γ

L−.1`ii + P(W ∈ 〈H〉).

Note that ∑
i≤γ

L−.1`ii =
∑

i<γ−
√

log.9(1/`)

L−.1`ii +

γ∑
i≥γ−
√

log.9(1/`)

L−.1`ii

(11),(12)
≤ 2L−.1 exp(c

√
log `) +O((L

√
log `)−c

′′
) = o`(1)

(17)

for some constant c′′ > 0. Finally, the failure of (4) implies that there is a fixed ε > 0 such that

P(W ∈ 〈H〉) ≤ 1− ε,

which, combined with (17), gives (16).
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